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ABSTRACT: The active site for hydrogen production in
[FeFe] hydrogenase comprises a diiron unit. Bioinorganic
chemistry has modeled important features of this center,
aiming at mechanistic understanding and the development of
novel catalysts. However, new assays are required for analyzing
the effects of ligand variations at the metal ions. By high-
resolution X-ray absorption spectroscopy with narrow-band X-
ray emission detection (XAS/XES = XAES) and density
functional theory (DFT), we studied an asymmetrically
coordinated [FeFe] model complex, [(CO)3Fe

I1-(bdtCl2)-Fe
I2(CO)(Ph2P−CH2−NCH3−CH2−PPh2)] (1, bdt = benzene-

1,2-dithiolate), in comparison to iron−carbonyl references. Kβ emission spectra (Kβ1,3, Kβ′) revealed the absence of unpaired
spins and the low-spin character for both Fe ions in 1. In a series of low-spin iron compounds, the Kβ1,3 energy did not reflect the
formal iron oxidation state, but it decreases with increasing ligand field strength due to shorter iron-ligand bonds, following the
spectrochemical series. The intensity of the valence-to-core transitions (Kβ2,5) decreases for increasing Fe-ligand bond length,
certain emission peaks allow counting of Fe-CO bonds, and even molecular orbitals (MOs) located on the metal-bridging bdt
group of 1 contribute to the spectra. As deduced from 3d→ 1s emission and 1s→ 3d absorption spectra and supported by DFT,
the HOMO−LUMO gap of 1 is about 2.8 eV. Kβ-detected XANES spectra in agreement with DFT revealed considerable
electronic asymmetry in 1; the energies and occupancies of Fe-d dominated MOs resemble a square-pyramidal Fe(0) for Fe1 and
an octahedral Fe(II) for Fe2. EXAFS spectra for various Kβ emission energies showed considerable site-selectivity; approximate
structural parameters similar to the crystal structure could be determined for the two individual iron atoms of 1 in powder
samples. These results suggest that metal site- and spin-selective XAES on [FeFe] hydrogenase protein and active site models
may provide a powerful tool to study intermediates under reaction conditions.

■ INTRODUCTION
The foreseeable exhaustion of fossil fuels and progressing
climate change call for the development of alternative
renewable energy resources.1 Particularly promising are systems
for solar fuel generation,2−7 wherein, powered by sunlight,
“energized” electrons from water oxidation reduce protons to
molecular hydrogen (H2). In Nature, both half-cell reactions
are catalyzed efficiently at transition-metal active sites in
proteins.2 Light-driven water oxidation at the manganese−
calcium complex in photosystem II yields electrons, protons,
and O2,

8−10 and H2 turnover occurs at iron- and nickel-
containing centers in hydrogenases.11−14 Biological and
biophysical investigations on the enzymes have led to a
widespread interest and significant advances in the under-
standing of polymetallic species in general. The natural active
sites may provide blueprints for the design of new synthetic
catalysts.15−19

In the last decades, synthetic chemistry has succeeded in the
biomimetic modeling in particular of the active site of the
superior natural H2 producers, the [FeFe]-hydrogenases,
aiming at improved understanding of the protein system and

at the development of novel catalysts.15,17,20−24 In the enzymes,
a thiolate-bridged binuclear iron site (2FeH), which is the actual
H+/H2 interconversion catalyst, is linked to a [4Fe4S] iron−
sulfur center in the so-called H-cluster (Figure 1).12,25,26 Today,
a wealth of [FeFe] model complexes is available, which address
structural features mainly of the 2FeH subcomplex.15,17,20−22,27

Unfortunately, their H2 production activity and stability mostly
is too low for applications.28 Possible reasons for these
shortcomings include the insufficient characterization and
verification of the desired effects of metal-ligation changes.
Crystal structures of [FeFe] compounds do not necessarily

provide a mechanistic understanding of the catalytic reactions
that usually occur in solution and involve redox chemistry,
protonation dynamics, and nuclear rearrangements at the iron
atoms and their ligand environment.18,29−31 Furthermore,
direct atomic-level information on the individual metal ions
(site selectivity) in, for example, binuclear complexes in
noncrystalline materials is difficult to obtain by most
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spectroscopic methods even for the solid state. Therefore, novel
experimental techniques are required for determining structural
and electronic properties of specific metal ions in complex
centers and under reaction conditions.
In recent years, technical progress at synchrotron radiation

sources has facilitated the study of transition-metal sites by
element-specific high-resolution X-ray absorption and emission
spectroscopy (XAS, XES) methods in relatively dilute samples
of synthetic complexes and even proteins.32−39 In particular,
the combination of XAS and XES techniques in a single
experiment (XAES), as used in the present study (Figure 2),
has been proposed and employed as a viable tool for gaining
both structural and electronic information.35,40−46 By XAS,
interatomic distances (bond lengths), geometry, and oxidation
state primarily are determined. XES methods are highly
sensitive to the electronic structure, as they probe, for example,
interactions between core and valence electronic levels of
metals and ligands.40,41 Therefore, XAES, in principle, offers
metal spin- and site-selectivity.40,47−53 The electronic structure
information from XAES basically is similar to the one that
could be derived from Mössbauer spectroscopy.54,55 However,
few Mössbauer studies on diiron hydrogenase models have
been reported, and for XAES,56−58 57Fe labeling of complexes is
not required. XAES mostly has been applied to relatively
simple, i.e. octahedral, systems. In the present study, an [FeFe]
hydrogenase active-site model that exhibits lower symmetry and
spin state is explored.
We employed a Rowland-type spectrometer for monitoring

the X-ray fluorescence in the Fe Kβ emission region to obtain
fluorescence-detected X-ray absorption near edge (XANES)
and extended X-ray absorption fine structure (EXAFS) spectra
(Figure 2). After creation of a 1s hole by exciting an electron
resonantly into bound levels (e.g., Fe-3d) or into the
continuum by the absorbed K-edge X-ray photon, the main
Kβ emission (Kβ1,3 and Kβ′ lines) results from metal 3p → 1s
decay processes (Figure 2).41 Due to strong p-d electronic
interactions, the shape and energy of the Kβ lines are modified
by the valence and spin state and the nature and geometry of
ligands.40,41,47−53 The ligand sensitivity implies different Kβ
emission energies for different metal sites of the same element.

By measuring XAS spectra using narrow-band Kβ detection,
individual metal sites in multinuclear compounds thus may be
resolved.40,47,59−61 Such site-selectivity has been shown, for
example, for Prussian blue (Fe4[Fe(CN)6]3·xH2O, x = 14−
1662), allowing for the distinction between the octahedral (Oh)
low-spin FeII(CN)6 and high-spin FeIII(NC)4.5(OH2)1.5 cen-
ters.47

Figure 1. Comparison of the structures of complex 1
(Cl2bdtFe2(CO)4(Ph2P−CH2−NCH3−CH2−PPh2), bdt = benzene-
1,2-dithiolate) and the active site of [FeFe] hydrogenase, denoted as
H-cluster. The crystal structure of 1 was previously reported (Figure
S1).67 In the present study, its two asymmetrically coordinated iron
atoms are denoted Fe1 and Fe2, as shown in the figure. The structure
of the H-cluster, here depicted in its putatively oxidized state,
comprises a binuclear unit (2FeH) and a cubane iron−sulfur cluster
([4Fe4S]) and is based on crystallographic and spectroscopic
studies.25,117,123−126 It may contain a bridging carbonyl connecting
the proximal (p) and distal (d) iron atoms and a yet unidentified
ligand (X) at Fed; the assignment of a nitrogen atom in the bridging
(i.e., azadithiolate) ligand is based on spectroscopic results;71 Cys
denotes a cysteine side chain from the protein. Protons were omitted
in the drawings except for the one at the adt-nitrogen for clarity.

Figure 2. Experimental setup for XAES, electronic transitions, and
detected signals. (A) Scheme of the Rowland-circle XAS/XES
spectrometer. (B) Atomic level energy diagram of electronic
excitations due to X-ray absorption and resulting decay processes
leading to X-ray fluorescence. (C) State diagram for resonant
excitation of 1s → 3d transitions to form intermediate states, which
decay by Kβ X-ray fluorescence emission to final state configurations.
(D) X-ray emission line spectra of iron for Fe3O4 as an example (solid
lines, data for nonresonant excitation; the scaling of the Kβ2,5 peak is
relative to the Kβ1,3 peak; dotted line, Kβ spectrum for resonant
excitation of 1s→ 3d transitions at 7114 eV). (E) Fe K-edge spectra of
Fe3O4 measured in absorption mode (transmission) or by X-ray
fluorescence detection using the scintillation (Kα1,2) or silicon-drift
(Kβ) detectors. The feature in the Kβ″ spectrum marked by an asterisk
is due to elastic scattering of the excitation beam (down-scaled by a
factor of 0.03 for clarity) and reveals the detection bandwidth of ∼1
eV.
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Comparatively weak emission lines at higher energies,
denoted as Kβ satellites (Kβ2,5 and Kβ″, Figure 2), result
from valence-to-core transitions, i.e. decay processes from
molecular orbitals (MOs), which are dominated by ligand-s,p
and metal-3d contributions.40,63−65 These features thus probe
the chemical properties of the ligands and are affected, for
example, by the metal−ligand bond length.66 It has recently
been shown that calculation of Kβ satellites spectra is well
feasible by DFT methods,66 permitting quantitative evaluation
of the spectral features.
In the present investigation, a previously synthesized and

crysta l l ized [FeFe] hydrogenase model complex ,
[Cl2bdtFe2(CO)4(Ph2P−CH2−NCH3−CH2−PPh2)] (bdt =
benzene-1,2-dithiolate)67 further on denoted as 1 (Figure 1),
was studied by XAES methods. Complex 1 features a bidendate
phosphine ligand that is coordinated in an asymmetric fashion
to one Fe center. The phosphine ligands increase the electron
density at the metal site in comparison to the cases of
prototypic [dtFe2(CO)6] complexes (dt = dithiolate) to an
extent that protonation becomes feasible without the need for
prior reduction.67−69 In contrast to symmetric bis-phosphine
complexes of type [dtFe2(CO)4(PMe3)2], for which proto-
nation products have only been observed as bridging-hydride
complexes, the asymmetry in 1 promotes the formation of
terminal hydride ligands.70 Terminal hydrides bound to the Fe
center distal to the [4Fe4S] cluster are widely believed to be
essential for efficient H2 catalysis in [FeFe] hydroge-
nases.21,25,71−73 On the other hand, intermediates in the
catalytic cycle that contain an Fe−Fe bridging hydride may
represent low energy pitfalls in the reaction path of synthetic
[FeFe] compounds.18,74,75 Together with other factors, such as,
for example, the absence of a proton relay, the presence of
bridging hydrides is believed to be related to the low turnover
rates that are frequently encountered for the synthetic
complexes.67,76,77

Complex 1 is particularly well suited to study site-selectivity
in XAES experiments due to the built-in asymmetric ligation of
its two iron atoms (Figure 1). Fe1, besides the two metal-
bridging sulfur atoms, is coordinated by three carbon monoxide
(CO) ligands, whereas Fe2 is ligated by only one CO and two
PPh3 groups. Accordingly, the mean Fe-ligand bond lengths is
1.99 Å for Fe1 and longer, 2.15, Å for Fe2; the Fe−Fe distance
is 2.54 Å (Figure 1). However, both Fe sites in 1 show a rather
regular square-pyramidal geometry (C4v) because the dichlor-
obenzole ring enforces a large distance between the μS atoms
of 2.69 Å. In the all-carbonyl analogue Fe2S2(CO)6,

78 there
exists a covalent bond between the μS atoms (2.08 Å) and,
hence, more distorted C4v symmetry, but almost identical mean
Fe-ligand distances for the two Fe atoms (1.98 Å) are observed;
the Fe−Fe distance is slightly longer, 2.56 Å (Supporting
Information Figure S1).
For complex 1 and further iron−carbonyl compounds, we

report Kβ emission spectra and Kβ-detected X-ray absorption
spectra, interpret the spectra on the basis of DFT calculations,
and establish correlations to the ligand field strength and Fe-
ligand bond length. The asymmetric electronic structure of 1
became apparent in the MO configurations and energies,
allowing, for example, estimation of the highest occupied MO
(HOMO)−lowest unoccupied MO (LUMO) energy gap. For
both the XANES and EXAFS spectral regions, site-selectivity is
demonstrated, yielding structural and electronic parameters for
the two individual Fe ions in 1. These results pave the road for

XAES investigations on [FeFe] compounds and hydrogenase
proteins, aiming at site-specificity in reaction intermediates.

■ MATERIALS AND METHODS
Synthesis and Sample Preparation Procedures. Complex 1,

[Cl2bdtFe2(CO)4(Ph2P−CH2−NCH3−CH2−PPh2)] (bdt = benzene-
1,2-dithiolate), was synthesized and characterized using previously
established procedures.67 The crystal structure of 1 has been reported
elsewhere.67 Compounds used for comparison (pyrite (FeS2), diiron-
nonacarbonyl (Fe2(CO)9), bis(dicarbonyl-cyclo-pentadienyl-iron)
(Fe2(cp)2(CO)4), diethyldithiocarbamic-acid ferr ic sal t
(FeIII(dedtc)3)) were purchased (from Sigma-Aldrich or ABCR,
Germany) or synthesized using previously established procedures
(complex 2 = [Fe2(μ-adt-CH2−Ph)(CO)4(PMe3)2], adt = S-CH2−
NBz-CH2−S;79 Fe2S2(CO)6

80). Dry powder samples of 1 and the
other compounds were homogeneously diluted with boron nitride
powder, and the mixtures were filled into Kapton-covered sample
holders for the X-ray experiments and frozen in liquid nitrogen.

X-ray Experiments. X-ray spectroscopy was carried out at
undulator beamline ID26 (http://www.esrf.eu/UsersAndScience/
Experiments/DynExtrCond/ID26/) of the European Synchrotron
Radiation Facility (ESRF) at Grenoble (France). Samples were held in
a laboratory-built liquid-He cryostat at 20 K at an angle of 45° to the
incident X-ray beam. The incident energy was set by an Si(311)
double-crystal monochromator (energy bandwidth ∼0.2 eV at the Fe
K-edge). Higher harmonics were suppressed by two Si-coated mirrors
working at 2.5 mrad in total reflection. The X-ray spot size on the
sample was about 1 (horizontal) × 0.5 (vertical) mm2 as set by slits;
the X-ray flux at the sample position was about 1013 photons s−1

mm−2. Conventional XAS spectra were collected by monitoring the
Kα fluorescence using a scintillation detector38 (∼20 cm2 area, placed
at 90° to the incident X-ray beam and at ∼1 m to the sample), which
was shielded by 10 μm Mn foil against scattered incident X-rays, or in
standard transmission mode (absorption spectra). High energy-
resolution emission detection was achieved by using a vertical-plane
Rowland-circle spectrometer (Figure 2). A silicon-drift detector
(SDD) was used for monitoring of the fluorescence, with a slit
opening of 1 mm in front of it. A total energy bandwidth of ∼1.0 eV at
the Fe Kβ fluorescence line was achieved using the [620] Bragg
reflection of five spherically bent Ge wafers (R = 1000 mm). The
energy axis of the monochromator was calibrated by using a Gaussian
fit to the peak feature at 7112 eV in the first derivative of the
absorption spectrum of an Fe foil, corresponding to the first inflection
point in the K-edge rise, as a reference. The energy axis of the emission
spectrometer was calibrated using a Gaussian fit to the elastic
scattering peak of the incident X-ray beam as measured by the SDD.
The calibration accuracy was estimated as ±0.1 eV. XAS spectra at the
Fe K-edge were measured for a monochromator scan range of 6950−
7150 eV, i.e. for a k-range of up to ∼16 Å−1, using the rapid-scan mode
of ID26 (simultaneous scanning of the monochromator and of the
gaps of two undulators) and a total scan duration of 60 s (3000 data
points with an energy spacing of ∼0.066 eV, 20 ms acquisition time
per data point). Extensive XAS data averaging was employed to
improve the signal-to-noise ratio (up to 100 scans, each measured on a
fresh sample spot). The absence of radiation damage was ensured by
attenuation of the incident X-ray beam (if necessary, using an Al filter
foil box from XIA) to a level at which no changes in the XANES
spectra could be detected for consecutive XAS scans on the same
sample spot. Kβ emission line spectra were collected for off-resonance
excitation (7700 eV) and scanning of the emission energy in 0.35 eV
steps over the main line (7035−7070 eV) and satellite line (7070−
7130 eV) regions on separate sample spots (0.5 s acquisition time per
data point). During spectrometer movements to change the detection
energy, a rapid shutter blocked the incident X-ray beam. The absence
of radiation damage was achieved by beam attenuation (see above)
and measuring of XANES spectra, which were identical prior to and
after the Kβ line measurements (not shown). Up to 30 emission line
scans were averaged for signal-to-noise improvement. Shown Kβ line
spectra represent the intensity ratio of ISDD/I0 (I0 was measured with a
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scattering foil and photodiode detector closely in front of the sample);
spectra were normalized to unity value of the whole area under the Kβ
line spectra. XAS spectra, after signal averaging, were normalized and
EXAFS oscillations were extracted as previously described.81 The
energy scale of the EXAFS spectra was converted to a wavevector (k)
scale using an E0 value of 7112 eV. Unfiltered k

3-weighted spectra were
used for least-squares curve-fitting, including multiple-scattering paths
up to third order, and Fourier-transform (FT) calculation with the in-
house program SimX.81 FTs were calculated using cos2 windows
extending over 10% at both k-range ends. In EXAFS simulations,
phase-functions calculated with FEFF8 (group of J. J. Rehr, University
of Washington, http://leonardo.phys.washington.edu/feff/) and an
amplitude reduction factor (S0

2) of 0.85 were used. E0 was refined to
∼7120 eV in the EXAFS simulations.
Scattering Theory K-Edge Simulations. XANES calculations

were performed as described previously30,82 using FEFF883 with the
full-multiple-scattering (FMS) and the self-consistent-field (SCF)
options activated. Atomic coordinates of FEFF input files were based
on the respective crystal structures (Table 1). Calculated XANES
spectra were shifted by 4 eV to lower energies. No further attempts
were made to improve the matching between experimental and
calculated XANES spectra.
Density Functional Theory Calculations. Spin-unrestricted

DFT single-point calculations were performed with the ORCA
program package.84 The BP86 or B3LYP exchange correlation
functionals85−87 and a triple-ζ valence plus polarization (TZVP)
basis set88 were used. The resolution of the identity (RI)
approximation and tight self-consistent field convergence criteria
were employed. The crystal structure of 1 was used with a total charge
of zero and a singlet ground state. The resulting MOs were visualized
as isosurfaces using cutoff values of 0.4 or 0.04. To evaluate the
contributions of the individual Fe-d atomic orbitals to each MO, the
following procedure was applied. First, the MO with highest Fe d(z2)
character was identified by visual inspection of the MOs around the
HOMO−LUMO gap; it was found that this MO was roughly aligned
along the Fe−Fe axis as expected. Then, the atom coordinates of the
complex were rotated so that this axis pointed in the z-coordinate
direction and the Fe ligands were located roughly in the xz and yz
planes. With the oriented structure, the single-point calculation was
then repeated and Mulliken population analysis89 was performed as
implemented in ORCA.84 X-ray absorption K-edge intensities in the
pre-edge and rising-edge regions were calculated using the time-
dependent DFT (TD-DFT) formalism.90 Electronic transitions from
each of the two Fe-1s orbitals to the lowest 200 unoccupied MOs were
considered. Magnetic dipole and electric quadrupole contributions to
the spectrum were also taken into account. Kβ valence-to-core (Kβ2,5)
spectra were calculated on the basis of the crystal structures of
compounds and assuming a spin multiplicity of 1, using the BP86
functional and a TZVP basis set. After the ground state DFT
calculation, TD-DFT calculations for each individual Fe atom were
performed. Shifts to higher energies by 181.5 and 1.0 eV Gaussian

broadening were applied to calculated Kβ stick spectra for comparison
with experimental data. MOs were visualized using UCSF Chimera or
Jmol.

■ RESULTS AND DISCUSSION

Iron Compounds Investigated and Experimental
Setup. This investigation focuses on an [FeFe] model complex
(1, Cl2bdtFe2(CO)4(Ph2P−CH2−NCH3−CH2−PPh2), bdt =
benzene-1,2-dithiolate),67 which includes several structural
features of the active site of [FeFe] hydrogenases, i.e. carbonyl
(CO) ligands at the square-pyramidal Fe ions, a bridging-
thiolate containing central group, and a pendant nitrogen base
in the second coordination sphere (Figure 1). The intrinsic
asymmetry of the iron ligation in 1 (S2(CO)3 for Fe1,
S2P2(CO) for Fe2) renders this compound ideally suited for
high-resolution XAES, that is the combination of X-ray
absorption (XAS) and emission (XES) spectroscopy, aiming
at site-selectivity. In addition, several iron reference compounds
were studied in comparison, some properties of which are listed
in Table 1 (for respective crystal structures, see Figure S1). In
Figure 2, the setup of the XAES experiment is depicted
schematically, together with the relevant electronic excitation
and decay processes and examples of the resulting spectra (for
Fe3O4).

Kβ Emission Spectra. Iron Kβ main line and satellite
emission spectra for nonresonant excitation of 1 are compared
to spectra of the more symmetric [FeFe] model complexes 279

and Fe2S2(CO)6, and of further reference compounds in Figure
3. Similar Kβ1,3 line shapes were observed for all compounds,
irrespective of the varying iron ligation (Table 1). However, the
Kβ1,3 line energies differ. Spectral features in the Kβ′ region,
which are prominent for high-spin Fe(II) and Fe(III)
species,48,66 are absent for 1, similar to the case of the
references (Figure 3A).

Apparent Spin State and Coordination Symmetry. The
Kβ′ emission is a spin-polarization feature and mostly explained
by Fe(3p,3d) exchange coupling between unpaired metal 3d
spin-up (spin-down) electrons and a spin-up (spin-down) hole
in the 3p level in the final state52,91−93 (Figure 4). The intensity
of the Kβ′ line thus decreases with a decrease in the number of
unpaired 3d electrons, i.e. with the effective spin state, as has
been shown for various first-row transition metal compounds
with increasing oxidation state.40,50,53,94 For the case of
nonresonant excitation, multiplet calculations on the Kβ
transitions for high-spin Oh Mn or Fe have revealed that for
systems with only 3d spin-up electrons (e.g., Fe(III)-d5, S =

Table 1. General Structural and Electronic Properties of the Used Iron Compounds

iron compounda first-sphere ligation geometry formal oxidation state spin state crystal structure ref

1b S2(CO)3 (Fe1) S2P2(CO) (Fe2) C4v I,I low-spin 67
2c S2P(CO)2 C4v I,I low-spin 79
Fe2S2(CO)6 S2(CO)3 C4v I,I low-spin 78
Fe2(CO)9 (CO)6 Oh 0,0 low-spin 127
Fe2(cp)2(CO)4 (cp)(CO)3 Td II,II low-spin 128
FeS2 S6 Oh II low-spin 129
Fe(dedtc)3

d S6 Oh III low-spine 130
[Fe(CN)6]

4− (CN)6 Oh II low-spin 131
[Fe(tacn)2]

2+ f,g N6 Oh II low-spin 132
[FeCl6]

4− g Cl6 Oh II high-spin 133
aFor crystal structures of the compounds, see Supporting Information (Figure S1). b1 = [Cl2bdtFe2(CO)4(Ph2P−CH2−NCH3−CH2−PPh2)] (bdt
= benzene-1,2-dithiolate). c2 = [Fe2(μ-adt-CH2−Ph)(CO)4(PMe3)2] (adt = S−CH2−NBz−CH2−S). ddedtc = diethyldithiocarbamate. elow-spin
Fe(III) at 20 K.122 ftacn =1,4,7-triazacylononane. gData for these compounds were taken from ref 66.
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5/2), the Kβ′ line reflects almost exclusively the 3p5 spin-up hole

state, whereas both 3p5 spin-up and spin−down hole states

contribute to the Kβ1,3 emission.52,91 For low-spin Oh Fe(II)-d
6

compounds, the Kβ′ feature is absent,66 as explained by the

absence of unpaired 3d electrons (Figure 4). This is in

agreement with the spectrum of, for example, low-spin Fe(II)95

in FeS2 (Figure 3A).

For a square-pyramidal (C4v) Fe geometry (neglecting a
possible Fe−Fe bond) and the presence of strong CO ligands
as in 1, large crystal field splitting and therefore decreased d-
orbital degeneracy compared to Oh symmetry are expected.
The formal Fe(I)Fe(I) oxidation state (d7) of 1 might lead to
an apparent increase in the effective spin state and to an
increased Kβ′ feature. The small Kβ′ emission (Figure 3A) thus
suggests a low-spin state and the absence of unpaired 3d
electrons, for both Fe ions of 1. This holds true also for the
more symmetric diiron complexes 2 (FeI2), FeI2S2(CO)6,
Fe02(CO)9, and FeII2(cp)2(CO)4 (Figure 3A). The effect of an
additional unpaired electron in the 3d levels, on the other hand,
is nicely exemplified by the pronouncedly increased Kβ′
emission in the spectrum of 1 (Figure 3A), which is observed
for resonant excitation of 1s → 3d transitions in the pre-edge
absorption region (see Figure 7).
For the diiron complexes formally containing two Fe(I) ions,

the apparent absence of unpaired 3d spins should reflect spin-

Figure 3. X-ray emission spectra in the Kβ region for nonresonant
excitation. (A) Spectrum of 1 (see Figure 1) in the Kβ1,3 and Kβ′
regions (red line) compared to spectra of low-spin reference
compounds (see Table 1 and Supporting Information Figure S1 for
details; 2 denotes [Fe2(μ-adt-CH2−Ph)(CO)4(PMe3)2] (adt = S−
CH2−NH−CH2−S)79). Red dots represent the spectrum of 1 for
resonant excitation at 7113 eV of 1s → 3d transitions (see Figure 7).
The black dashed line shows the spectrum of FeIIO. Inset: respective
Kβ1,3 line energies as derived from the zero-crossing points in the first
derivative spectra (not shown) plotted versus the percentage of CO
ligands at the 4-, 5-, or 6-coordinated Fe ions. (B) Localization of the
HOMO in complexes 1, 2, and Fe2S2(CO)6. (C) Spectra in the Kβ
satellites region (Kβ2,5 and Kβ″); the background from the high-energy
tail of the Kβ1,3 lines was approximated by a third order polynomial
and subtracted from all spectra. The asterisk and vertical dashes mark
the energies for which the amplitudes of spectra are plotted in the
inset. Spectra in parts A and C were normalized to unity values of their
integral intensities in the whole Kβ emission region.

Figure 4. Final state electronic configurations and Kβ emission. After
excitation into the continuum (nonresonant, left) or the 3d levels
(resonant, right), spin-up or −down holes are created in the 3p shell
upon intermediate state decay, accompanied by Kβ fluorescence
emission. Alternative spin configurations are shown in the same chart
where applicable. Only for interaction of 3p holes and unpaired 3d
electrons with the same spin flavor, fluorescence in the Kβ′ region is
observed (black); otherwise only Kβ1,3 emission results (gray). This
simplistic view rationalizes the observed spin-selectivity in the XAES
data.

Table 2. Some Electronic Features of Complexes 1, 2, and
Fe2S2(CO)6 from DFT

parameter/complex 1 2 Fe2S2(CO)6

Mulliken charge (Fe1, Fe2) 0.20, 0.11 0.17, 0.13 0.27, 0.26
HOMOa energy [eV] −4.734 −4.654 −6.222

HOMO Fe-character (Fe1, Fe2)b

[%]
5.8, 71.5 14.8, 51.2 34.9, 35.2

aFe1 and Fe2 refer to the iron atoms depicted on the right or left sides
in the structures shown in Figure 3B. The spins were practically zero
for all iron species. DFT results are for the BP86/TZVP theory level.
bHOMO = highest (double) occupied molecular orbital; MO
structures and energies for spin-up and spin-down states are identical.

Inorganic Chemistry Article

dx.doi.org/10.1021/ic2024154 | Inorg. Chem. 2012, 51, 4546−45594550



pairing in the HOMO, which, depending on the coordination
symmetry, may be delocalized over both Fe ions or more
localized on one Fe site, i.e. resembling an electronic
configuration closer to Fe(0)Fe(II). For the asymmetric
complex 1, the HOMO (Figure 3B) is calculated by DFT to
be almost localized on Fe2. Slightly higher delocalization is
observed for the more symmetric complex 2 and complete
delocalization occurs in Fe2S2(CO)6, for which the two iron
atoms are indistinguishable. The Mulliken charges on the iron
atoms also are most unevenly distributed for 1 (Table 2). As
expected, the total spin is calculated as zero for the three
complexes. In summary, the absence of unpaired spins is clearly
revealed in the Kβ spectrum of 1, whereas the coordination
asymmetry is apparent in the MO structure, which is analyzed
in more detail below.

Kβ1,3 Line Energy and Ligation Strength. The Kβ1,3 line
energy decreases about linearly and by ∼1.5 eV for an increase
of the mean relative number of CO ligands per Fe ion from 0%
(i.e., in FeS2) to 100% (in Fe2(CO)9) in the series of low-spin
complexes (Figure 3A, inset). For an Fe(III)→Fe(II) reduction
in [Fe(CN)6]

4‑ and [Fe(tacn)2]
2+, a down-shift of the Kβ1,3 line

by about −0.8 eV has been observed.66 However, the Kβ1,3

Figure 5. Correlations between iron ligation and Kβ emission
properties. (A) The Kβ1,3 line energy of the low-spin Fe compounds
decreases in good agreement with the spectrochemical series for
increasing average crystal-field splitting capability (field strength) of
the ligands, but not according to the formal oxidation states.
FeIII(dedtc)3 is a trivalent species, [FeIICl6]

4‑ is a high-spin example.
(B) The Kβ1,3 energy (Figure 3A) increases for increasing mean Fe-
ligand distance as derived from the crystal structures (see Table 1 and
Figures 1 and. S1). (C) The integrated intensity in the Kβ2,5 region
(Figure 3B) decreases for increasing mean Fe-ligand distance. Open
triangles in (B) and (C) represent values calculated by DFT (Kβ1,3

energies shifted by 3.4 eV to lower values, Kβ2,5 intensities divided by a
factor of 1.5 for comparison with the experimental data); the
calculated value for the Kβ2,5 area of FeS2 (in parentheses) likely is
overestimated by the DFT approach for this bulk material. Lines in
(B) and (C) are linear regressions to the experimental data. Values for
[FeIICl6]

4‑ and [FeII(tacn)2]
2+ were taken from ref.,66 data for

[FeII(CN)6]
4‑ were identical in the present study and in ref 66.

Figure 6. Kβ emission lines and molecular orbitals calculated by DFT.
The calculated emission spectrum in the Kβ2,5 region of 1 was derived
by Gaussian broadening (fwhm = 1 eV) of the stick spectra for the two
iron atoms (Fe1, magenta; Fe2, dark-blue; the asterisk marks the
HOMO→ 1s transition) and averaging of the two spectra (black line).
Calculated spectra are normalized to unity area in the whole Kβ
region. In the left inset, calculated (solid lines) and experimental
(dashed lines), Kβ2,5 spectra for the indicated compounds are
compared. The right inset shows the corresponding calculated Kβ1,3

spectra. The MOs for Fe1 and Fe2 of 1, corresponding to the sticks
labeled (a, b, c, d), are shown in the top part of the figure together
with the structure of 1 and the most prominent atomic orbital (AO)
contributions.
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energy is 7056.8 eV for [FeII(CN)6]
4‑, similar to Fe02(CO)9,

and by 1.7 eV higher for [FeII(tacn)2]
2+. For FeII2(cp)2(CO)4

and FeIIS2 the Kβ1,3 energies differ by ∼1 eV (Figure 3A).
Accordingly, the Kβ1,3 energy is not proportional to the formal
iron oxidation state. It also seems not to be very sensitive to
changes of the coordination symmetry or to a change from
mono- to binuclear complexes (Table 1). Empirically, the Kβ1,3

energy rather appears to decrease with increasing average field
strength of the ligands according to the well-known
spectrochemical series.96−98 For the dominance of strong-field
ligands such as CO, a low Kβ1,3 energy was observed for the
low-spin iron compounds and such a relation may also hold for
high-spin species (Figure 5A). In tendency, the Kβ1,3 energy
increased for an increasing mean Fe-ligand bond length (Figure
5B). These relations seem not to be much affected by the
presence of bridging or terminal CO ligands.
For strong-field ligands (CO) and respective short Fe-ligand

bonds, a large crystal field energy splitting (10 Dq) is
expected.99,100 This means that the Kβ1,3 energy, or in other
words, the 3p-1s energy difference, seems to decrease for an
increasing value of 10 Dq. The σ-bond strength, which
increases the electron density at the iron, rather than the π-
backbonding having the opposite effect, may account for a
lowering of the 3p level energies and thus for a lower Kβ1,3

energy, at least for low-spin compounds. The Kβ1,3 energy thus
should be related to the Fe-ligand bond covalency and to the
redox potential, as modified, for example, by ligand
exchanges.56,101−105 Accordingly, it may provide an assay for
the probing of ligand exchange effects on the bonding and
redox properties of the metal centers in [FeFe] hydrogenase
active site models. In addition, the dependence of the Kβ1,3

energy on the ligand environment facilitates site-selective
XAES, as demonstrated further below.
Valence-to-Core Transitions. The low-intensity Kβ2,5

spectra due to valence-to-core transitions in 1 and selected
references are shown in Figure 3C. Notably, spectral features in
the Kβ″ region are absent for the low-spin iron compounds.
Visual inspection revealed at least four Kβ2,5 maxima. The
amplitudes of the two maxima at lower energies roughly
correlate with the number of CO ligands per Fe (Figure 3C,
inset), a peak at ∼7108 eV is more prominent in compounds
with Fe−S,P bonds, and the feature at the highest energy is
similar in the molecular systems and diminished for FeS2. This
shows that approximate counting of ligand species is feasible
already by qualitative evaluation of Kβ2,5 spectra. The maximum
at the highest energy is mostly due to decay processes from
MOs which are dominated by Fe-d contributions (see next
section). Its energy is rather similar (∼7110.5 eV) in
compounds with formal iron oxidation states of 0, I, and II
(Figure 3A). For an Fe(II)→ Fe(III) oxidation in [Fe(CN)6]

4−

and [Fe(tacn)2]
2+ an upshift of the Kβ2,5 energy by ∼1.4 eV has

been reported.66 This reinforces that the energy of the 3d → 1s
transitions does not reflect the formal Fe oxidation state in the

low-spin species but rather is adjusted mainly by the iron−
ligand bond strength.
In a previous study, an increase of the total Kβ2,5 intensity for

shorter metal−ligand bonds has been calculated and rational-
ized by increasing ligand/Fe-np orbital mixing.66 Indeed, an
increase of the integrated Kβ2,5 intensity for a decreasing mean
Fe−ligand distance was observed for the low-spin compounds
(Figure 5C), which could be qualitatively reproduced by the
DFT calculations. That the intensities of the Fe-3d → Fe-1s
transitions at the highest energies decrease for the centrosym-
metric (Oh) systems (FeS2, Fe(tacn)2, K4Fe(CN)6) is explained
by the decreased admixture of Fe-p contributions into the Fe-d
dominated MOs. This effect may contribute, for example, to
the off-line position of the Fe(tacn)2 data point in Figure 5C.

HOMO−LUMO Energy Difference. In principle, the
HOMO−LUMO energy difference may be determined from
the (3d → 1s) transition at the highest energy in the Kβ2,5

emission (Figure 3C) and the (1s → 3d) transition at the
lowest energy in the pre-edge absorption of the XANES (Figure
7). For 1, the respective spectral features were observed at
∼7110.0 eV and ∼7112.8 eV, meaning that the experimental
gap is estimated as ∼2.8 eV. Within the considerable
uncertainty limits, this value is in agreement with the DFT
calculations described further down. We note that determi-
nation of the experimental gap may be complicated in particular
in cases for which the HOMO→ 1s transition and/or the 1s→
LUMO transition in the Kβ2,5 and XANES spectra shows low
oscillator strengths, as expected, for example, for centrosym-
metric coordination environments. However, the DFT
calculations revealed that both transitions show significant
intensities for the distorted C4v symmetry of the iron atoms in
1.

DFT Calculation of Kβ Emission Spectra. Using a previously
outlined DFT approach,66,106 calculations of Kβ spectra were
performed (Figure 6). Because of the neglect of electronic
relaxation and multiplet effects in the DFT approach, only
rough shapes can be calculated for the Kβ1,3 lines, but these
effects are less important for the Kβ2,5 region.66 However, the
experimental trend of decreasing Kβ1,3 energy for increasing
number of CO ligands could approximately be reproduced
(Figures 5 and 6). Good agreement between experimental and
calculated Kβ2,5 spectra was obtained, in particular for complex
1 (Figure 6). Deviations between calculated and experimental
spectra are attributed, for example, to noise contributions to the
XES data and to imperfect matching of the relative transition
energies from DFT. The calculations verify the conclusions
already drawn on the basis of qualitative inspection of the
spectra, namely that, for 1, the two maxima at lowest energies
are dominated by decay from MOs with mainly (CO)-s,p
contributions, a middle maximum shows mostly S,P-s,p
contributions, and the highest-energy maximum reflects the
Fe-d levels (Figure 6).
Additional information is obtained by inspection of the Fe-d

dominated MOs of 1. In general, these MOs are relatively

Table 3. Energy Differences between Fe-3p Dominated MOs and Fe-1s Levels for the Two Iron Atoms of Complex 1 Derived
from DFT Calculationsa

Fe-3p AO type and contribution to MO (%) Fe1-py 90 Fe1-px 99 Fe1-pz 30, Fe2-px 45 Fe1-pz 50, Fe2-px 35 Fe2-py 60, Fe2-pz 35 Fe2-pz 50, Fe2-py 40

ΔE[(MO) − E(Fe1-1s)] (eV) −0.25 −0.13 0.23 0.27 0.56 0.89
ΔE[(MO) − E(Fe2-1s)] (eV) −0.75 −0.63 −0.27 −0.23 0.06 0.39
mean ΔE (eV) −0.50 −0.38 −0.02 0.02 0.31 0.64

aΔE values were centered around zero by subtraction of the mean value for the four MOs with contributions from both Fe1 and Fe2.
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localized on either the Fe1 or Fe2 metal−ligand centers. The
Fe-d dominated maximum in the Kβ2,5 spectrum of Fe1 is at
∼0.5 eV higher energy compared to that of Fe2, as probably

Figure 7. XANES analysis for complex 1. (A) Conventional Kα-
fluorescence detected Fe K-edge spectra of 1 and two reference
compounds. The inset shows spectra which were calculated on the
basis of crystal structures using scattering theory.109 For 1: black line,
mean of spectra calculated individually for Fe1 (magenta) and Fe2
(dark-blue). (B) XANES spectra of 1 for the indicated low and high
Kβ1,3 detection energies. The dashed line represents a spectrum
measured for detection in the Kβ′ region. Arrows mark the two pre-
edge features; the asterisk denotes the primary edge maximum. Inset:
respective pre-edge spectra (vertically displaced for comparison) as
obtained after subtraction of a polynomial background from the main-
edge spectra; black lines, experimental data, colored lines, simulations
using the sum of two Gaussian functions (full width at half maximum
(fwhm) = 1.7 eV) and the following center energies (areas): 7112.8 eV
(0.22) and 7114.9 eV (0.13), magenta; 7113.2 eV (0.07) and 7115.6
eV (0.08), dark blue. The spectral differences likely are attributable to
relatively prominent and varying contributions from the two different
iron sites as well as to (less prominent) contributions from the
underlying electronic multiplet structure (see also Figure 8 and
Supporting Information Figures S3). (C) Pre-edge peak area ratios
and K-edge maxima in the inset as a function of the detection energy.
Data points stem from spectra as in part B (solid circles, experimental
data; spline curves were drawn to guide the eye). The Kβ emission
spectrum of 1 is shown for comparison (dashed lines); the ∼1 eV
detection bandwidth is shown by the Gaussian (thin line) for
comparison; (x) denotes mean detection energies as used for EXAFS
measurements (Figure 10B).

Figure 8. DFT results for the pre-edge transitions of 1. In part A, MO
configurations (note the indicated Fe-d contributions from Mulliken
analysis; see also Supporting Information Table S1) of selected
transitions from Fe-1s levels in the pre-edge region of the Fe K-edge
are shown as stick spectra in part B. In part B, also line spectra derived
by Gaussian broadening (1.0 eV) and summation over all Gaussians
are shown for the two iron atoms (vertically shifted for comparison).
Spectra in part B were derived using the BP86 functional in the DFT
calculations. (Overall similar line shapes were derived for the B3LYP
functional (not shown).) (C) MO energies plotted versus the
respective Fe-d contributions (magenta, Fe1-d contributions; dark-
blue, Fe2-d contributions; nonhatched and hatched bars denote MOs
located preferentially on Fe1 or Fe2; open and solid bars denote
unoccupied or double-occupied MOs). The MOs (high to low energy)
contain the following Fe-d AO contributions (mean values for BP86
and B3LYP functionals): Fe2-d(x2 − y2) 11%, Fe2-d(z2) 21%, Fe1-
d(x2 − y2) 13%, Fe2-d(yz) 39%, Fe1-d(z2) 21%, Fe2-d(xz) 27%, Fe1-
d(xz) 28%, Fe2-d(xy) 32%, Fe1-d(yz) 13%, Fe1-d(xy) 28%. Error bars
give the full ranges of energies and total Fe-d contributions as resulting
from the use of BP86 or B3LYP functionals in the DFT calculations.

Inorganic Chemistry Article

dx.doi.org/10.1021/ic2024154 | Inorg. Chem. 2012, 51, 4546−45594553



explained by the enhanced π-backdonation to the CO ligands
for Fe1. In particular for Fe2, the spectrum shows considerable
contributions from MOs residing on the metal-bridging ligand,
meaning that chemical changes even at this relatively remote
group may become accessible in the Kβ2,5 spectrum. The
transition at the highest energy corresponds to decay from the
HOMO, which is located mostly (64%) on Fe2 (for calculation
using the BP86 functional, see below). The HOMO → 1s
transition shows considerable oscillator strength (Figure 6),
which supports that estimation of the HOMO energy (relative
to the LUMO) from the experimental Kβ2,5 spectrum is feasible
for 1 (see the previous section).
In conclusion, satisfactory simulation of valence-to-core

transitions, in particular for [FeFe] model complexes, is
achieved. For bulk materials such as FeS2, the agreement
between calculated and experimental spectra may be poorer,
possibly due to extended electronic delocalization effects.
Experimental and DFT analysis of the Kβ satellites spectra
opens the road for detailed characterization of the ligand
structure and even of the influence of the important bridging
group in this class of compounds.
XAES in the K-Edge Region and DFT Calculations. In

the following, we use Kβ1,3 and Kβ′ detection to investigate site-
selectivity in XAS spectra of 1. The Kβ2,5 calculations revealed
significant delocalization of Fe-d electrons from both iron
atoms of 1 in MOs with ligand character. For delocalization
also of lower energy, i.e. 3p electrons and localized 1s holes,
site-selectivity may be flawed because the emission in the whole
Kβ1,3 region would contain similar contributions from both iron
sites. The energies of the 1s- and 3p-levels of 1 from DFT argue
against such a scenario. Rather, localized Fe-3p orbitals are
obtained, and furthermore, the Fe1−3p to Fe1−1s and Fe1−3p
to Fe2−1s energy differences are similar but at least about 1 eV
lower than the Fe2−3p to Fe1−1s and Fe2−3p to Fe2−1s
energy differences (Table 3). Accordingly, by measuring the
XAS spectra of 1 for low or high detection energies in the Kβ1,3

line region, preferentially transitions from 3p-levels of Fe1 or
Fe2 should be probed.

Apparent Site-Selectivity in the XANES. The conventional
total-fluorescence detected XANES spectrum of 1 reveals a well
discernible pre-edge feature around 7113 eV with two apparent
peaks, a shoulder at ∼7120 eV in the main edge rise, and a
moderate amplitude of the primary edge maximum at ∼7127
eV (Figure 7A). Notably, the XANES spectra of 1 derived from
total-fluorescence (Kα + Kβ), partial Kβ fluorescence (Kβ′ +
Kβ1,3), or transmission detection were virtually identical
(Supporting Information Figure S2). The pre-edge feature
commonly is attributed to dipole-forbidden 1s→ 3d transitions
gaining intensity by the admixture of metal-p and ligand-s,p
character into the 3d levels.107 For FeS2 it shows only a single
peak, due to the low-spin 3d(t2g

6eg
0) configuration of Oh

Fe(II).108 The first pre-edge feature in 1 (FeI2) and

Figure 9. Spin-selective XAES at the Fe K-edge. Relative amplitudes of
emission maxima in the Kβ′ and Kβ1,3 spectral regions for nonresonant
excitation (7700 eV, light gray) or resonant excitation into the first
pre-edge peak (7113.5 ± 0.5 eV, dark gray). Open bars show values for
the low-spin complex 1 containing formal Fe(I); hatched bars show
values for high-spin Fe3O4 containing Fe(III) (see Figures 2, 3, and 7
for respective Kβ and XANES spectra); r.u. = relative units; note the
logarithmic y-axis.

Figure 10. EXAFS analysis of complex 1. (A) Fourier-transform (FT)
of the Kα-fluorescence detected EXAFS spectrum (a) in the inset
(black lines, experimental data; red lines, simulations with parameters
in Table 4A; the dashed line shows a simulation with the 4-shell model
in Table 4A); the contributions of the individual iron-backscatterer
interactions are shown as colored lines below (ms, multiple-scattering
contribution). The FT was calculated for k-values of 1.6−16.2 Å−1 and
using cos2 windows extending over 10% at both k-range ends. The FT
spectrum (b) was calculated from the same EXAFS spectrum in the
inset, but using a k-range of 4.4−16.2 Å−1 and cos2 windows over 15%
and 5% at low and high k-range ends (black line, experimental data;
red line, simulation with the same parameters as used for spectrum a).
(B) FTs of EXAFS spectra (in the inset) measured for two Kβ1,3

detection energies (±0.5 eV). Spectra are vertically shifted for
comparison. Black lines, experimental data; colored lines, simulations
with parameters in Table 4B. Vertical dashes mark FT features
comprising Fe−C(O) contributions; the asterisk denotes the Fe(
C)Oms peak. FTs were calculated for k-values of 1.6−15.8 Å−1 with
cos2 windows over 10% of the k-range ends.

Inorganic Chemistry Article

dx.doi.org/10.1021/ic2024154 | Inorg. Chem. 2012, 51, 4546−45594554



Fe02(CO)9 was at similar energies as that for FeIIS2. This
suggests a similar energy difference between the Fe-1s and
LUMO (mostly Fe-3d) electronic levels in these compounds,
which apparently is not proportional to the formal iron valence.
K-edge simulations using scattering theory109 reproduced the
main edge shapes and revealed that, in particular, the primary
edge maximum, which is highest for Fe2(CO)9, is proportional
to the number of CO ligands at iron (Figure 7A, inset).
Accordingly, for 1 the calculated XANES spectrum of Fe1 with
a higher number of CO ligands shows a much larger maximum
compared to the spectrum of Fe2.
XANES spectra measured for low or high Kβ1,3 detection

energies and for the Kβ′ region are shown in Figure 7B. A larger
primary edge maximum was observed for the lower Kβ1,3

energy. Particularly interesting are changes in the pre-edge
feature at the two Kβ1,3 energies (Figure 7B, inset). For the low
energy, a large first peak (at 7112.8 eV) and smaller second
peak (at 7114.9 eV) were observed (peak area ratio of about
1.6:1), but for the high energy, the second peak was even larger
than the first one (energies of 7113.2 and 7115.6 eV, area ratio
of 0.9:1). The Kβ′-detected pre-edge was more similar to the
spectrum measured for low Kβ1,3 energies. Notably, for the
more symmetric [FeFe] complexes 2, Fe2S2(CO)6, and
Fe2(CO)9, the changes in the XANES spectra for detection at
different Kβ1,3 and Kβ′ energies were considerably less
pronounced compared to the case of the asymmetric complex
1 (Supporting Information Figure S3). However, even for the

completely symmetric complexes Fe2S2(CO)6 and Fe2(CO)9,
there are still noticeable spectral differences at different
detection energies. This shows that the underlying electronic
multiplet structure107,110 also contributes to the spectral
differences. At present it appears to us that, for the asymmetric
complex 1, the detection-energy dependent contributions from
the two different iron sites to a significant extent are
responsible for the spectral differences, whereas, for the
symmetric complexes, multiplet structure may be dominant.
XANES spectra of 1 were measured using detection energies

ranging over the whole Kβ emission region. The largest edge
maximum and smallest pre-edge peak ratio were observed at
energies slightly below the Kβ1,3 line center; the reverse
behavior of parameters was observed at particularly high Kβ1,3

energies and to a lesser extent for the lowest Kβ1,3 energies
(Figure 7C). According to the XANES calculations (Figure 7A)
and to the DFT results described in the next section, these
spectral changes seem to reflect a larger contribution of Fe1 at
lower Kβ1,3 energies and a larger contribution of Fe2 at high
Kβ1,3 energies. We thus attribute a significant part of the
spectral changes to site selectivity in the XANES. This view is
corroborated by the EXAFS results presented further down.
Multiplet structure in the Kβ emission spectra,110 however, to
some extent may also contribute to the spectral changes (see
above and Supporting Information Figure S3). A fully
quantitative description of the detection-energy dependent
XANES spectra would require a quantitative calculation of the

Table 4. EXAFS Simulation Parameters for Complex 1a

shell Ni (per Fe ion) Ri (Å) 2σ2i x10
3 (Å2) RF (%)

(A) Kα1,2-Fluorescence
FeC(O) 0.86 [1] 1.73 [1.73] (1.73)b 9 [15] 8.6 [14.2]
FeC(O) 0.78 [1] 1.83 [1.84] (1.83)b 9 [12]
Fe−P 1.04 [1] 2.25 [2.25] (2.23) 2 [2]
Fe−S 2.01 [2] 2.31 [2.31] (2.29) 25 [20]
Fe−Fe 1.07 [1] 2.51 [2.52] (2.53) 8 [8]
Fe(C)Oms 1.64c [2] 2.89 [2.88] (2.94) 20 [6]
CO 1.64c [2] 1.24 [1.24] (1.16) 0 [0]
Fe−C(O) 1.58 [2] 1.78 [1.79] (1.78) 19 [20] 8.9 [22.3]
Fe−S,P 1.84 [3] 2.24 [2.25] (2.26) 6 [12]
Fe−Fe 1.04 [1] 2.52 [2.52] (2.53) 8 [11]
Fe(C)Oms 1.58c [2] 2.88 [2.87] (2.94) 19 [6]
CO 1.58c [2] 1.19 [1.18] (1.16) 0 [0]
(B) Kβ1,3-Fluorescence, 7055.7 ± 0.5 eV
Fe−C(O) 2.28 [1.86] (3) 1.80 [1.81] (1.79) 8 [5] 12.3 [13.8]
Fe−S,P 1.96 [2.11] (2) 2.25 [2.28] (2.29) 9 [11]
Fe−Fe 1d [1d] (1) 2.51 [2.51] (2.53) 4 [5]
Fe(C)Oms 2.28c [1.86c] (3) 2.87 [2.90] (2.95) 12 [19]
CO 2.28c [1.86c] (3) 1.15 [1.15] (1.15) 0 [0]
(C) Kβ1,3-Fluorescence, 7059.3 ± 0.5 eV
Fe−C(O) 0.88 [0.78] (1) 1.82 [1.80] (1.73) 2 [5] 17.8 [19.9]
Fe−S,P 3.51 [3.14] (4) 2.29 [2.26] (2.26) 12 [11]
Fe−Fe 1d [1d] (1) 2.51 [2.51] (2.53) 6 [5]
Fe(C)Oms 0.88c [0.78c] (1) 2.90 [2.87] (2.92) 25 [19]
CO 0.88c [0.78c] (1) 1.22 [1.16] (1.18) 0 [0]

aNi is the coordination number, Ri the interatomic distance, and 2σ
2
i the Debye−Waller factor. The CO shell denotes the carbon−oxygen distance

as derived in the fit approach including multiple-scattering (ms) contributions from the carbonyl ligands. (A) For the Kα-detected spectrum, two sets
of parameters using 6- (top) or 4-shell (bottom) models are shown; values in brackets are for a fit with the integer coordination numbers from the
crystal structure, and values in parentheses give the average of the respective crystallographic interatomic distances. (B) For the Kβ1,3-detected
spectra, fit results for the 4-shell approach are shown; values in brackets are for a fit with the same 2σ2-values used for both spectra, and the respective
crystallographic values for Fe1 (top) and Fe2 (bottom) are given in parentheses. bShortest and longest Fe−C(O) bonds. cThe N-values for Oms
and CO were restrained to the same value as (the sum of) N(Fe−C(O)) in the fits. dN(Fe−Fe) was fixed to unity in the simulations. The
EXAFS damping factor, S0

2, was 0.85; the error sum, RF,
81 was calculated for reduced distances of 1−3 Å of FT spectra (see Figure 10).
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Kβ emission multiplet as well as of the site selective
contributions, which is precluded at present.
DFT Calculations of Pre-edge Transitions. Excitations into

MOs with Fe-d contributions that determine the pre-edge
absorption were revealed by DFT calculations. In general, the
calculated pre-edge spectra were in good agreement with the
experiment and showed pronounced differences for Fe1 and
Fe2 for the asymmetric complex 1 (Figure 8), but they were
rather similar for the two iron atoms of the more symmetric
complex 2 (Supporting Information Figure S3). The electronic
transitions are of almost exclusive electric dipole character
(>95% intensity); magnetic dipole and quadrupole contribu-
tions are negligible (<5%). For 1 and both Fe1 and Fe2, MOs
with the dominant Fe-d(x2 − y2) contribution are at the highest
energy (Figure 8B). However, the MO with largest Fe-d(z2)
character, which aligns with the bond to the apical iron ligands,
is unoccupied and close to the Fe-d(x2 − y2) level for Fe2, but
at ∼3 eV lower energy and hence double occupied for Fe1.
This nicely reflects the axial contraction at Fe1, due to the short
(∼1.8 Å) apical CO bond and strong π-backbonding, lowering
the Fe1-d(z2) energy, as opposed to the less covalent (∼2.2 Å)
bond of the apical phosphorus group at Fe2. For the Fe1,2-
d(xy,xz,yz) levels, the rather similar energies could not be
clearly discriminated. One reason for this is the dependence of
the calculated energies on the used DFT functional (BP86 or
B3LYP). However, both functionals yielded similar overall MO
structures (Figure 8C). We consider the energy differences for
the BP86 and B3LYP functionals as an estimate of the
uncertainty in the DFT calculated MO energies when
compared to the experimentally determined values.111,112

The LUMO is dominated by Fe-d contributions, in
particular, from Fe1-d(x2 − y2), and thus, it is largely located
at Fe1, independent of the used functional (Figure 8C).
Assignment of the HOMO depended on the functional (MO
dominated by Fe1-d(z2) for B3LYP or Fe2-d(yz) for BP86), as
well as the HOMO−LUMO energy gap (3.65 eV for B3LYP,
1.86 eV for BP86). The mean value of 2.8 ± 0.9 eV is in
agreement with the experimental value of ∼2.8 eV (see above).
In summary, for Fe1 the configuration of MOs with the largest
Fe-d contributions, to some extent, resembles the atomic level
picture of a C4v ion with Fe(0) (d8) character, whereas for Fe2
the MO configuration is more similar to an Oh ion with low-
spin Fe(II) (d6) character (Supporting Information Figure S4).
The more symmetric axial coordination with an Fe−P bond
(∼2.2 Å) and a putative Fe−Fe bond (∼2.5 Å)113 for Fe2, and
the axial contraction due to the short Fe−CO bond (∼1.8 Å)
for Fe1, could explain the different d-level degeneracy. It should
be noted that Mulliken population analysis yielded total Fe-d
AO occupancies of ∼7 (i.e., d7) for both iron atoms and an Fe-
d(z2) occupancy for Fe1, which was only ∼0.1 e− higher than
that for Fe2 (Supporting Information Table S1). The MO
picture clearly describes the electronic structure of 1 and
associated X-ray spectral features more adequately. The DFT
calculations furthermore reveal that only the first pre-edge peak
can be considered as a true 1s → 3d feature, because it reflects
excitations into two Fe-d dominated MOs, whereas the second
peak is rather a low-lying edge transition of various MOs with
mostly C-p character (Figure 8A).
Spin-Selective XAES. For high-spin Fe(III) in, for example,

Fe3O4,
48 the Kβ1,3-detected XANES reveals a pronounced pre-

edge peak, which is absent for Kβ′-detection (Figure 2E). In
other words, Kβ′ fluorescence emission is observed for
nonresonant excitation but missing for excitation into 3d

resonances (Figure 2D). This is explained by the absence of a
spin-up 3p hole in the final state probing unpaired spin-up 3d
electrons in the latter case (Figure 4). For complex 1, rather the
opposite behavior was observed (Figure 9). The Kβ′-detected
pre-edge peak is even larger compared to Kβ1,3-detection
(Figure 7B), and Kβ′ emission is almost absent for nonresonant
excitation and pronounced for resonant excitation (Figure 3A).
In the case of 1, the unpaired 3d spin is created only upon
excitation of a 1s electron into the 3d levels. This spectral
behavior thus is further evidence that the Kβ′ emission mostly is
explained by 3p,3d spin-up/down interactions because both
final state configurations are expected after resonant excitation
of complex 1 (Figure 9). Kβ resonant inelastic X-ray scattering
(RIXS),114,115 therefore, is particularly promising for probing
the 3d level configuration of low-spin [FeFe] complexes, for
example in different redox states.

Site-Selective EXAFS Experiments. EXAFS analysis of 1 was
performed to study site-selectivity. The conventional Kα-
fluorescence detected EXAFS spectrum of 1 is shown in Figure
10A. The Fourier-transform (FT) calculated over the whole
available k-range of data (1.6−16.2 Å−1) reveals three main
features, which are attributable to FeC(O) and Fe
S,P,Fe interactions and to a prominent multiple-scattering (ms)
contribution, due to the almost linear FeCO arrangement
in the structure.116−119 Calculating the FT starting from higher
k-values unmasked the Fe−Fe distance as a separate peak
(Figure 10A). A good spectral simulation was achieved by using
the coordination numbers (N) and similar interatomic
distances (R), for example an Fe−Fe distance of 2.52 Å, as in
the crystal structure of 167 (Figure 10A, Table 4A). Using a six-
shell model, even estimation of the longest and shortest Fe
C(O) bonds (∼1.73 Å and ∼1.83 Å) and discrimination
between the longer FeS and shorter FeP bonds was
feasible. Overall, the interatomic distances were slightly shorter
in the EXAFS model, likely due to the lower temperature (20
K) during X-ray spectroscopy,120 but the overall geometry of 1
in the powder material presumably closely resembles its
structure in single crystals.67

EXAFS spectra as measured for low and high energy Kβ1,3

emission detection (7055.7 ± 0.5 eV and 7059.3 ± 0.5 eV) are
shown in Figure 10B. Visual inspection of the FT spectra
revealed larger Fe−C(O) and Fe(−C)Oms FT peaks in
the low-energy spectrum and a larger main FT peak in the high-
energy spectrum, indicating different structural contributions to
the two spectra. EXAFS simulations were done using a
simplified model with four Fe-backscatterer shells, which also
provided a reasonable simulation of the Kα-detected spectrum
(Figure 10A, Table 4A). The simulation parameters revealed an
about twice as large number of Fe−CO interactions and an
about halved number of Fe−S,P bonds per iron atom for the
low energy EXAFS compared to the high energy spectrum
(Table 4B). We note that EXAFS coordination numbers (N) in
the fit are statistically coupled to the Debye−Waller parameter
(2σ2) so that an N-error of 10−20% may be anticipated.
However, using the same 2σ2 values in the simulations of both
spectra resulted in relatively small changes (<20%) in the
coordination numbers of the Fe−CO and Fe−S,P bonds
determined from the low and high energy spectra (Table 4B,
values in brackets). These results suggest that the two different
iron sites are quite selectively probed by the two Kβ1,3-detected
EXAFS spectra of 1. This notion was further corroborated by
the EXAFS data of complex 2, which were quite similar for low
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and high Kβ1,3-detection energies, as expected for its two
overall similar iron sites (Supporting Information Figure S5).
Compared to the structure of 1 showing Fe1/Fe2 ratios of

3:1 for the Fe-CO bonds and 0.5:1 for the Fe−S,P bonds, the
experimental ratios were diminished to about 2.6:1 and 0.6:1.
However, as discussed above, absolute site-selectivity cannot be
expected, due to multiplet structure and the contribution of
Fe1,Fe2−3p → Fe2,Fe1−1s crossover transitions in the Kβ1,3

emission (compare Figure 6). These effects and/or the absence
of crystal packing effects,121 a lower temperature in the EXAFS
measurements,30 and X-ray Raman scattering contributions35,48

might also account for the slight deviations of the metal−ligand
distances for the two iron sites in the Kβ-EXAFS analysis
compared to the crystal structure (Table 4B). Mathematical
procedures for deconvolution of site-selective EXAFS spectra to
yield the pure spectra of the individual sites have been
described by other authors,47 but this has not been attempted
here because of the uncertainties discussed above. In any event,
the EXAFS results on 1 suggest that site-selective XAES
experiments seem to be feasible also for [FeFe] molecules with
tightly connected metal ions and partially delocalized electronic
structure.

■ CONCLUSIONS
For an asymmetrically ligated diiron complex we have shown
that information on the individual iron atoms with respect to
their electronic configuration (effective spin and oxidation
states, HOMO−LUMO energy gap, d-orbital structure) and
molecular geometry (chemical nature of ligands, bond lengths,
coordination numbers) can be obtained by the application of
high-resolution X-ray absorption spectroscopy with narrow-
band Kβ fluorescence detection (XAES). Apparent correlations
between the Kβ emission energy and intensity on the one hand
and the ligand field strength and bond length on the other hand
were found for a variety of low-spin iron compounds. The Kβ
valence-to-core transitions (Kβ2,5) bear particularly selective
information on the coordination environment, thereby
enabling, for example, approximate ligand counting. Calculation
results by DFT methods for Kβ2,5 emission lines and low-lying
transitions (e.g., 1s → 3d) in the XANES of [FeFe] models are
in good agreement with the experimental data, which extends
and confirms previous studies66,106 and facilitates quantitative
interpretation of XAS and XES spectra. These results suggest
that even relatively subtle chemical changes in the complexes,
i.e. due to metal-hydride bond formation or protonation at the
bridging ligand, are expected to be accessible in XAES data. In
conclusion, XAES is a powerful tool for investigating the
specific structure of individual metal sites in binuclear iron
compounds and to verify and interpret the desired effects of
built-in chemical variations. Site- and spin-selectivity may be
obtained, as long as sufficient asymmetry is present in the metal
coordination spheres. Further experiments to apply these
methods to the active-site H-cluster in [FeFe] hydrogenase
proteins and tailored models under reaction conditions, i.e. in
solution, are underway in our laboratories.

■ ASSOCIATED CONTENT
*S Supporting Information
(1) Crystal structures of the iron compounds (Figure S1), (2)
Fe-d atomic orbital occupancies in complex 1 from DFT (Table
S1), and (3) further XAES data of 1 and reference compounds
(Figures S2, S3, S4, and S5; Table S2). This material is available
free of charge via the Internet at http://pubs.acs.org.

■ AUTHOR INFORMATION

Corresponding Author
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